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 7 
1 INTRODUCTION 8 

This document addresses the use of common cabling infrastructure for distributed building services in accordance with BS EN 9 
50173-6 (and the technically equivalent ISO/IEC 11801-6) - supporting multiple services and for use by multiple disciplines 10 
within the University “organisation”.   11 
 12 
The contents of this document are predominantly non-technical and it describes the concepts and how they affect the building 13 
at the ownership level i.e. the options for shared pathways and spaces and the operational management of connections to that 14 
infrastructure. 15 
 16 
The implementation of the cabling itself is assumed to be in accordance with the strategies and specifications of IISS-00-001. 17 
 18 
The development of solutions providing the powering of remote end-devices over conventional structured cabling has led to a 19 
rapid growth in the type of end-devices and associated control equipment covering a wide range of non-user specific services 20 
such as: 21 
• mobile telephony via distributed antenna systems (DAS); 22 
• non-fixed IT connections via wireless access points (WAP); 23 
• a substantial volume of building management services including: 24 

• energy management, e.g. lighting, power distribution, incoming utility metering; 25 
• environmental control, e.g. temperature, humidity; 26 
• personnel management, e.g. access control, cameras, passive infra-red (PIR) detectors, time and attendance 27 

monitoring, electronic signage, audio-visual (AV) projectors; 28 
• personal information and alarms, e.g. paging, patient monitoring, nurse call, infant security. 29 
 30 
The advantages offered by this convergence of service on to a single infrastructure are reviewed in clause 2. 31 
 32 
The vast majority of these end-devices contain IP addressable circuitry and the communications systems adopt the standards 33 
developed by IEEE which have defined power levels.  However not all such devices conform to these power levels and a 34 
degree of caution is required (see 3.2.1).  35 
 36 
The specification of the cabling design and installation is predominantly a matter for the telecommunications department who 37 
are responsible for the IT services which are the technically most demanding services.  38 
 39 
However, the diverse range of services which can be provided suggests that the personnel and/or departmental organisations 40 
selecting the systems will be equally diverse.  41 
 42 
It is critical to realise that traditional IT services (fixed and mobile) will become a minor “customer” of the 43 
infrastructure and the dominant disciplines will be building management and security - but all the services have to 44 
retain their functionality independent of the mix of services within a given cable bundle or within a given pathway 45 
system. 46 
 47 

48 
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The primary impacts of this radical change are: 49 
1) the need to manage the loading on the infrastructure of remote powering to control potential cable heating which 50 

reduces transmission lengths for certain services; 51 
2) the need to provision adequate capacity in infrastructure design in terms of shared pathways and spaces - since the 52 

number of building services capable of being supported is increasing rapidly due to the conversion of existing 53 
proprietary solutions to IP technologies and also by the development of new service opportunities such as building 54 
construction sensors; 55 

3) the re-provisioning of the LV distribution cabling to the spaces served by the common infrastructure and the 56 
associated additional provision of LV supplies to the “comms rooms” to support the desired volume of remote 57 
powering solutions; 58 

4) the heat dissipation from the infrastructure on the HVAC system. 59 
 60 
Clause 3 of this document introduces these impacts and provides information on their management. 61 
 62 
 63 
2 ADVANTAGES OF CONVERGENCE 64 

The perceived degree of advantage offered by convergence of multiple systems on to a single infrastructure is very much 65 
dependent on the objectives of a given client.  However, the following aspects have some traction in many cases. 66 
 67 
The infrastructure (cabling component selection, design rules, acceptance testing etc.) is subject to national standards - in this 68 
case BS EN 50173-6.  This simplifies the management of installation contracts. 69 
 70 
The use of a common infrastructure, and normally a common communication protocol, greatly enhances the choices of system 71 
solution for each service rather than each service having its own proprietary cabling solution.  This increases competition and 72 
reduces cost - and encourages system providers to differentiate their solutions by means of useful features rather than the 73 
“single-supplier dogma” resulting from clients having become trapped by a specific cabling solution. 74 
 75 
The move from fixed IT infrastructures of the type specified in BS EN 50173-2, where outlets are dedicated to a “user” (or 76 
specific area) to a new structure in accordance with BS EN 50173-6 produces a grid structure of outlets which are no longer 77 
user-specific.  As a result the outlets are “agile” in function and therefore may change, for example, from a providing a 78 
connection to a lighting fixture to controlling a camera as required by changing demands of the building space. 79 
 80 
The system level management of the inputs from the various devices may support new ways of monitoring and managing 81 
space utilisation in buildings - which in many cases is the most expensive asset. 82 
 83 
Energy efficiency is often mentioned with more granular control of devices allowing savings in power usage. However, there is 84 
a breakeven point between increased levels of power delivered over the common infrastructure and the reduced energy 85 
efficiency with which it is distributed.  However, design decisions may address this point and ultimately the flexibility of the 86 
outlets in terms of service conversion may become more important than the efficiency aspects. 87 
 88 
 89 
3 MANAGING THE IMPACT OF CONVERGENCE 90 

3.1 General 91 

The future implementation of common infrastructure within University premises with a preference for IP-enabled end devices - 92 
although other solutions will be considered if IP management is included at the “distributor’ level - is a natural progression and 93 
offers considerable benefits but requires radically new approaches in terms of infrastructure ownership.  94 
 95 
Convergence of multiple services on to structured cabling is not new.  The structured cabling that is now ubiquitous in the vast 96 
majority of buildings was initially established to allow multiple data networks to operate over a common communications 97 
medium.  This could be considered to be Convergence: Stage 1.  This resulted in a huge simplification of service levels 98 
agreements and maintenance contracts for the different networks.   99 
 100 
Convergence: Stage 2 occurred when voice (in the form of both analogue and IP solutions) merged with data services over 101 
that single infrastructure.   102 
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Convergence: Stage 3 saw the overlay of wireless networking over the structured cabling infrastructure.  103 
 104 
Finally, we have Convergence: Stage 4 - where the range of services supported by the structured cabling has moved outside 105 
the IT domain. 106 
 107 
At each stage of convergence, the “network” managers within an organisation have had to consider how to manage the 108 
connections to the cabling infrastructure to ensure delivery of services - without risk to the other networks.  This was perhaps 109 
most obvious at Stage 2 which frequently led to the establishment of new groups sometimes entitled “telecommunications 110 
infrastructure” formed from, but independent of, the voice and data departments. 111 
 112 
However, despite the apparent similarities to this earlier “revolution”, the present convergence process is 113 
fundamentally different because it affects participants who have limited understanding of the technologies involved 114 
and are not used to working with the other disciplines.   115 
 116 
Nevertheless, the implications are the same - the common infrastructure has to be managed by an access provider 117 
which is separate from the provider of the services supported.  In the case of the University this is the “Estates” function 118 
and where necessary they need to be trained to manage the design, planning and operational management processes 119 
necessary for this new environment.  120 
 121 
3.2 Pathway design and power loading 122 

3.2.1 Powering solutions 123 

The recognised standards body producing standards for remote powering over structured cabling is IEEE. 124 
 125 
Within their 802.3 series of standards:  126 
• IEEE 802.3af: defined a power supply over 2 pairs (4 conductors) with 350 mA per pair (ic = 175 mA); 127 
• IEEE 802.3at: defined two solutions in which the IEEE 802.3af solution is re-defined as IEEE 802.3at Type 1 (sometimes 128 

referred to as PoE) and IEEE 802.3at Type 2 (sometimes referred to as PoEP or PoEplus) which is defined as power 129 
supply over 2 pairs (4 conductors) with 600 mA per pair (ic = 300 mA). 130 

• IEEE P802.3bt:2018 builds on 802.3at by using all four pairs to provide Type 3 and Type 4 powering with currents per pair 131 
of up to approximately 920 mA (ic = 460 mA).  No proposals are being made to amend the necessary cabling component 132 
specifications (to support backwards compatibility) and therefore careful consideration is being given to planning and 133 
operational requirements and recommendations.  134 

 135 
In all these standards, a four pair cable will supply a load using either 2 or 4 pairs as shown in Figure 1.  136 
 137 
A 2-pair powering solution supplies a current to the load using the two conductors of a balanced pair cable element and 138 
returns that current from the load using the two conductors of another pair. 139 
 140 
A 4-pair powering solution supplies a current to the load using the four conductors of two balanced pair cable elements and 141 
returns that current from the load using the four conductors of two other pairs. 142 
 143 
It has also to be pointed out that some remote powering solutions are specified to supply powers substantially above 144 
those offered or planned by IEEE.  It is critical to note that solutions outside the IEEE domain include: 145 
• extra low voltage (ELV) circuits at higher currents than those described above 146 

The term “Power over Ethernet” is not owned by IEEE and a number of solutions with ic substantially above 500 mA use 147 
the term “Power over Ethernet” in their literature.   148 
The impact of cable bundle heating and damage to connecting hardware (see 3.2.3) is a cause for concern.    149 

• low voltage (LV) circuits 150 
The cables and connecting hardware of Category 5 and above used in structured cabling systems in accordance with the 151 
BS EN 50173 series and equivalent standards are required to exhibit dielectric withstand of 1000 VAC and this sometimes 152 
encourages ill-informed users to consider their use for remote powering at mains voltages. As a general rule, such cables 153 
are only required to support sustained voltages of 75 VDC. 154 
 155 
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In both of the situations highlighted, implementers are reminded of their responsibilities under the Electricity at Work 156 
Act and no such solution should be considered unless a full and detailed assessment has be undertaken in relation 157 
to the management of risk.   158 
 159 

 160 

Figure 1: Basic current feeding schematic 161 

 162 
3.2.2 Fundamental design and planning issues  163 

3.2.2.1 BS PD CLC/TR 50174-99-1 164 

A European Technical Report (CLC/TR 50174-99-1) was published by BSI in early 2015 which addressed the planning and 165 
installation issues associated with the increased use of cables and connecting hardware of the BS EN 50173 series standards 166 
for the distribution both standardised and proprietary implementations of ELV d.c.  167 
 168 
It also contains testing protocols and mathematical modelling tools to support its contents. Some of its outcomes are detailed 169 
below. 170 
 171 
3.2.2.2 BS EN 50174-1:2018 and BS EN 50174-2:2018 172 

The design, planning and operational guidance resulting from the work on BS PD CLC/TR 50174-99-1 has been transposed 173 
and further developed into requirements and recommendations of BS EN 50174-1:2018 and BS EN 50174-2:2018. Later 174 
clauses in this document reflect those practices. 175 
 176 
3.2.2.3 IET Code of Practice for Low and Extra Low Voltage Direct Current Power Distribution in Buildings 177 

The IET has produced a document which contains, in part, the contents of BS PD CLC/TR 50174-99-1.  However, this 178 
document has not been revised since its publication in 2015 and its contents are far behind the specification, planning and 179 
installation requirements of BS EN 50174-1:2018 and BS EN 50174-2:2018.  180 
 181 
3.2.3 The technical impact of remote powering on structured cabling 182 

3.2.3.1 General 183 

Structured cabling was not originally intended to carry current other than signal current.  As a result, the delivery of d.c. over 184 
those components raises two main issues: 185 
• increases in the operating temperature of the cables:  186 

• channel performance degradation (the result of general heating along the entire length of the cable); 187 

dc per wire = ic

LoadSource

dc per pair = 2 x ic

dc per wire = ic

Load(s)Source(s)

dc per pair = 2 x ic

Current per cable = 4 x ic
Power dissipation per cable/m = 4 x ic2 x R

Current per cable = 8 x ic
Power dissipation per cable/m = 8 x ic2 x R
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• component performance degradation (risking damage to the performance of the cable at a temperature “pinch-point”); 188 
• damage to connecting hardware contacts where mating and de-mating occurs while the power supply current is flowing. 189 
 190 
3.2.3.2 Cable heating 191 

With regard to the heating of the cables: 192 
• each metre of installed length becomes subject to some level of temperature increase but the actual temperature increase 193 

depends upon the current employed, the d.c. resistance of the cables, the number of cables in a bundle and the degree of 194 
ventilation (or worse, the presence of insulation) surrounding the cables and/or cable bundles; 195 

• the temperature increase has a negative impact on the attenuation of the installed cabling which, unless managed, may  196 
reduce the distance over which networks can be delivered; 197 

• if a localised temperature increase breaches the maximum operating temperature of the cable, the construction of the 198 
cable becomes permanently damaged. 199 

 200 
Figure 1 shows the typical changes in bundle sizes as a cable starts at a patch panel (left-hand side), is bundled within the 201 
cabinet loom, then enters larger bundles (or bundles of bundles) along the main pathways infrastructure before the bundles 202 
begin to be diluted as the cable is routed towards its final destination.   203 
 204 
At any point the cable bundles could be fully ventilated (perhaps running on wire basket), or lying on floors, or confined within 205 
trunking or conduit or even passing through fire barriers where the level of insulation is comparatively high.  As a result, the 206 
temperature seen by the cables along the route may vary considerably - as may the ambient temperature before any cable 207 
heating is considered. In order to both limit the impact of length restrictions and also to prevent permanent damage, it is 208 
desirable to minimise the possible temperature increases.  209 
 210 
It should be noted that in all cases, the relevant cable temperature is that any increases due to remote powering in 211 
addition to that of the ambient temperature (which is rarely as low as 20 ºC). 212 
 213 
 214 

 215 
Figure 1 - Impact of increased temperature 216 

Global heating (channel performance degradation) 217 
 218 
The commonly assumed 90 metre maximum length of installed cabling is actually only valid at temperatures of 20 ºC.   219 
 220 

The signal attenuation increase is assumed to be, for operating temperatures above 20 °C, 0,2 % per °C for screened cables and 221 
0,4 % per °C (20 °C to 40 °C) and 0,6 % per °C (> 40 °C to 60 °C) for unscreened cables.   222 
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In order for the cabling performance to meet a given performance Class at higher temperatures, the length of the channel has 223 
to be reduced accordingly.  The reduction in length that should be applied is specified in BS EN 50173-6 and the more general 224 
form of this reduction is shown in the equations of Figure 1.  225 
 226 
It should be pointed out that these length restrictions apply due to a combination of ambient temperature (Tamb) and the 227 
additional temperature caused by remote power supply ambient temperature (Tpower). 228 
 229 

Table 1 - The impact of temperature on channel length 230 

 Total length of cords (m) 

 10 15 20 

Temperature 
(oC) Channel length (m) 

20 100 98 95 

25 98 96 93 

30 97 (95*) 94 (93*) 91 (90*) 

35 95 (93*) 92 (90*) 89 (87*) 

40 93 (90*) 90 (88*) 87 (86*) 

45 90 (88*) 87 (85*) 85 (83*) 

50 86 (85*) 84 (83*) 82 (81*) 

55 83 81 (80*) 79 (78*) 

60 80 78 76 

The values marked with an asterisk are those of a future ISO/IEC 14763-2 
in which a modified calculation was applied.  It is expected that this will be 
transposed into EN 50174-2 in a future amendment.  

 231 
Table 1 (taken from BS EN 50174-2:2018) provides general guidance on the reduction of channel and link lengths which can 232 
be applied to all cabling using cables specified in the reference implementations of the standards (i.e. independent of cable 233 
construction).  BS EN 50174-2:2018 also contains information on the calculation of the applicable “global” temperature.  234 
 235 
It should be noted that testing the transmission parameters of the installed infrastructure immediately following its installation 236 
will not show any impact of increased ambient temperature as the cables will not be “under load” so planning of cable lengths 237 
has to take into account the predicted temperature increases. 238 
 239 
Localised heating (component performance degradation) 240 
 241 
Cables specified in the reference implementations of the cabling standards are required to operate at temperatures of at least 242 
60 ºC.  Therefore, the selection of cables is critical if the cable design - and installation-related factors indicate that cable 243 
temperature will exceed this value due to the current levels specified. 244 
 245 
Cable suppliers may provide products that have specified maximum operating temperatures in excess of this requirement.  246 
The current applied to cables, in conjunction with the intended ambient temperature, should not cause their operating 247 
temperature to rise above that specified by the cable supplier. 248 
 249 
The temperatures reached by bundles of cables depend upon the power applied to the bundles, the number of cables in the 250 
bundle and on the installation conditions.   251 
 252 
Obviously cables routed in insulation or where airflow is poor will experience higher temperatures than those in well ventilated 253 
conditions.  It has been determined that bundles lengths in excess of 2,5 m will experience the full impact of the installation 254 
condition (since axial cooling along the cables does not occur) and this should be taken into account when planning cable 255 
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pathways. If there are concerns about such temperature “pinch-points” it may be useful to consider the installation of a 256 
temperature sensor on the surface of the cable bundles which should be linked to an alarm set to an appropriate temperature 257 
limit (50 ºC would be a generalised limit).    258 
  259 
3.2.3.3 De-mating under load 260 

The connecting hardware of the cabling standards is required to support a continuous operating current of at least 0,75 A per 261 
conductor at 20 ºC falling to 0,5 A per conductor at 60 ºC  262 
 263 
At this time, it is not considered likely that standards-based remote powering solutions will exceed the 0,5 A value - but 264 
proprietary systems may do. Connecting hardware suppliers may provide products that have specified maximum operating 265 
currents in excess of this requirement.    266 
 267 
A more relevant concern is the risk of damage to the contacts of, or the circuitry embedded within, the connecting hardware 268 
when those contacts de-mated under load (i.e. when carrying current). 269 
 270 
NOTE:  this is not a problem during mating as the power source negotiates the delivery of the correct amount of power with the powered 271 

device. 272 
 273 
Connector components in accordance with BS EN 60603-7-x (colloquially known as RJ-45) are required to have a proven 274 
lifetime of ≥ 750 mating/de-mating cycles without load.  No specification existed for such a process under load so a separate 275 
test specification (IEC 60512-99-001) has been developed which acts as a “type test” at 300 mA per contact but only for 100 276 
mating/de-mating cycles. As it is foreseen that current levels will increase IEC 60512-99-001 is being amended accordingly.  277 
However, as the current increases the number of mate/de-mate cycles will reduce.   278 
 279 
Clearly, any connections to be used in a remote powered application and which may be routinely disconnected shall conform 280 
to this additional test.     281 
 282 
Cabling designs should consider the impact of de-mating under load – particularly if the disconnection occurs at a piece of 283 
terminal equipment (e.g. a student’s laptop or equivalent).  Ideally, design solutions and/or administrative procedures should 284 
be employed to avoid or minimise the frequency of such actions.  There are also mitigation actions which can be employed 285 
including the introduction of: 286 
• sacrificial connections (i.e. ones that are expected to be replaced and that are designed, with adequate spare cable, to 287 

allow re-termination); 288 
• additional connection points (without damaging overall transmission performance) which are specifically designed to 289 

enable replacement (by changing cords) - this may require the use of connectors of a higher Category to be used in 290 
particular locations. 291 

 292 
In all circumstances, the connectors shall be specified to comply with IEC 60512-99-001 in addition to their basic design 293 
specification. 294 
 295 
3.2.4 Temperature rise predictions 296 
NOTE;  The following text replaces the contents of the previous edition which was based upon the contents of the IET Code of Practice of 297 

3.2.2.3.  In addition the following text is based upon the use of Category 6A cabling components which have replaced Category 5 in 298 
many document in this series. 299 
 300 

BS EN 50174-1:2018 and BS EN 50174-2:2018 consider a number of remote powering “Categories” of installation.  The 301 
universal approach (Category RP3, supporting the application of ic = 500 mA to all conductors within the installation) requires 302 
substantial planning but no specific administration practices.  Other approaches which are based on lower average current 303 
loading require those loads to be monitored and administered during operation (with increased operational risk).  304 
BS EN 50174-2:2018 contains equations which predict temperature rises for a range of cable specifications, bundle sizes and 305 
installation conditions. 306 
 307 

308 
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The “universal” Category RP3 approach results in a temperature rise equation of the form  309 
 310 

(0, 8 )
b N

T N R
D

×
∆ = × + ×  311 

 312 
where  313 

R = conductor resistance (Ω/m) 314 
D= cable diameter (m) 315 
N = no of cables in a bundle 316 
b = depends upon the installation environment 317 

 318 
IISS-00-001 recommend the installation of Category 6A cables which typically have resistance values of 7,5 Ω/100 m and 319 
cable diameters of approximately 7 mm. 320 
 321 
Figure 2 shows the results of this equation for these cables in a series of installation environments. 322 

 323 
Figure 2: Temperature rises for Category II installations of a typical Category 6A cable   324 

 325 
BS EN 50174-2:2018 provides more information about other approaches to remote powering specification (e.g. Category RP1 326 
and Category RP2) and also addresses cables loose-laid rather than bundled. 327 
 328 
3.2.5 Selection and erection of equipment (installation) 329 

3.2.5.1 Legacy installations 330 

In legacy installations it is important to avoid both the increases in attenuation associated with increases in temperature and 331 
the risk of damage to installed cabling. 332 
 333 
3.2.5.2 New installations 334 

Cables with the highest practicable operating temperature should be selected. 335 
 336 
BS EN 50173-6:2018 specifies that the balanced cabling shall provide a minimum Class EA performance, requiring the use of 337 
Category 6A components in order to support future wireless access operating in excess of 1 Gbps.  338 
 339 
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Category 6A cables will: 341 
• exhibit lower insertion loss/attenuation performance and will provide additional performance headroom at elevated 342 

temperatures; 343 
• typically (but not always) feature larger diameter conductors (lower d.c. resistance) and therefore exhibit lower levels of 344 

temperature increase for a given value of conductor current in a given installation environment. 345 
 346 
The selection of pathway systems and the configuration of cables within those systems should seek to minimise thermal 347 
impact on the cables.  Where cables are run in non-ventilated spaces or insulated containment, consideration should be given 348 
to installing mechanical ventilation. 349 
 350 
BS EN 50174-2:2018 requires that bundle sizes are restricted to 24 cables. 351 
 352 
Separators should be employed to allow ventilation between bundles (see 3.3.1).   353 
 354 
The lengths and types of pathway and pathway systems (e.g. lengths of insulated pathway) and the installation configuration 355 
(e.g. presence of air gaps) of cable bundles within them should be documented for future reference.  356 
 357 
The maximum lengths of installed cable may have to be reduced to take into account the increases in insertion 358 
loss/attenuation produced by the increased temperature associated distribution within the group or bundles of cables. This 359 
should be taken into account during any cabling acceptance tests.  360 
 361 
Connecting hardware with stated compliance with the standards addressing performance during de-mating under load should 362 
be specified.   363 
 364 
However, further measures should be considered to avoid damage to either third party equipment or to installed connections 365 
which may be subject to repeated disconnection under load including: 366 
• the design of all cabling in new premises should consider the implementation of Consolidation Points (of BS EN 50173-2) 367 

or Service Concentration Points (BS EN 50173-6).  These allow the replace of the TO or SO respectively by the 368 
replacement of CP or SCP cord (as opposed to the re-termination or re-installation of cable at the TO or SO.   369 

• “Bring Your Own Device” or equivalent concepts need to be implemented with clear instructions that all 370 
disconnections should be made at the TO/SO (e.g. wall socket) and not at the equipment (the University will 371 
accept no liability for damage to the RJ45 port of any third party equipment).  372 

3.2.6 Power management 373 
Clause 3.2.4 refers to remote powering installations of Category RP3 as defined in BS EN 50174-2:2018 which base their 374 
design and planning requirements by assuming that all conductors could carry the maximum current of 0,5 A.  Such an 375 
approach should be used wherever possible to provide the greatest operational flexibility - and supports minimal administrative 376 
controls during operation. 377 
 378 
BS EN 50174-2:2018 also includes support for average current levels where groups or bundles of cables may contain a mix of 379 
applications - some of which have no remote powering content and others within which the levels of remote powering may be 380 
continuous or variable. As a result, the combined thermal impact should be considered for all the applications to be supported.  381 
To maximise the continuity of application support, the predicted thermal impact should be documented and appropriate 382 
planning should be employed in terms of selection of components, installation environment and installation techniques.  383 
 384 
3.3 Pathway and spaces capacity 385 

3.3.1 Pathways 386 

Cabling in accordance with the BS EN 50173 series of standards requires the planning and installation of cabling to be in 387 
accordance with the BS EN 50174 series of standards which requires the application of manufacturers/suppliers instructions. 388 
Pathway systems and installation methods should be selected to maximise the opportunity for the outer surfaces of cables to 389 
be cooled by surrounding airflow whilst maintaining the requirements for segregation of section 6 of BS EN 50174-2 in relation 390 
to electromagnetic interference.   391 
 392 
This increases the size of pathways for a given cable volume. An example of cable bundles within a tray is shown in Figure 393 
3Error! Reference source not found..   A horizontal separation of bundles (creating a chimney effect) of at least 15 mm has 394 
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been found to maintain temperature rises to that of a single bundle in single row of bundles. The same separation in stacked 395 
bundles of cables restricts the temperature rises to twice those of a fully ventilated bundle. 396 
 397 

 398 

Figure 3: Example of airflow improvement in pathway system installation 399 

 400 
3.3.2 Spaces 401 

The most complex issue surrounding discussions of convergence of distributed building services on to a common 402 
infrastructure is the balancing of the required bundle power management, necessary for all services to be operate correctly, 403 
with the network control demands of the different disciplines. 404 
 405 
The cleanest solution is to return to the cross-connect approach in which the different services i.e. IT, access control, lighting 406 
etc. have a connection from their “switch-equivalent” equipment (in a secure space perhaps dedicated their needs) to a 407 
presentation panel(s) in the “comms room”. 408 
 409 
The distributed building services cabling is fed from the “comms room” to the service outlets (SO) and connected to the end-410 
devices in accordance with BS EN 50173-6. 411 
 412 
This leaves the “comms room” as the location at which services are patched to the SOs.  This allows the control of power 413 
connected into the cable bundles to be managed by the appropriate team of personnel. 414 
 415 
Such a solution is shown schematically in Figure 4.      416 
 417 
3.4 Re-provisioning of LV power to “comms rooms” 418 

One of the major issues is the re-allocation of LV power from the “floor” to the “comms room” i.e. how much extra LV capacity 419 
is required at the “comms room” to support the remote powering of the distributed building services. 420 
 421 
In essence this follows the same analysis as is required to determine the probable distribution of service outlets to meet the 422 
expected demand of distributed building services. 423 
 424 
One of the approaches adopted in large commercial buildings is to define profiles for spaces which define on a “per space” or 425 
“per unit area” basis the type and number of end-devices expected to be required in that space. 426 

Dbundle

≥ 0,3 x Dbundle ~ 15 mm

Dbundle

≥ 0,3 x Dbundle ~ 15 mm

a) a single row of bundles b) multiple rows of bundles 
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 427 
This then allows the calculation of the outlet grid required (quantities) and the power required to be delivered from the “comms 428 
room” servicing that space.  Once this is done for all spaces served then the total power demand can be calculated and 429 
assessed against available capacity. 430 
 431 

 432 
Figure 4: Example of service segregation and bundle power management  433 

 434 
3.5 Heat dissipation 435 

As a direct result of d.c. transmission with constant current, power is dissipated along the length of the cables.  436 
 437 
Table 2 provides details of the power dissipation of various powering solutions. The relatively small levels of dissipation 438 
associated with IEEE P802.3bt Type 2 solutions rise rapidly with the implementations of Tyoe 3 and Type 4 solutions.  It 439 
should also be realised that the values shown are for a metre length of a typical Category 6A cable and that the total 440 
dissipation for long lengths of groups or bundles of cables may represent a potential design and/or operational challenge to 441 
HVAC systems in the areas of distribution. 442 
  443 

Table 2 - Power dissipation for ic ≤ 750 mA, R = 0,075 Ω/m 444 

 445 

 

Power dissipation  
along cable length 

(mW/m and Type from  
IEEE P802.3bt) 

ic  
(mA) 2-pair powering 4-pair powering 

175 9,5 (Type 1) - 

300 27 (Type 2) 54 (Type 3) 

~500 - 190 (Type 4) 

 446 
 447 

Service 1

Service 2

Service 3

Bundle load
management 

Future ISO/IEC 11801-6
CLC EN 50173-6

BS EN 50173-6

SO or SCP

INTEG
RA

TIO
N O

F SERVICES
(inform

ation sources)

Network security
demarcation 

line

Power loading
demarcation 

line



IISS-00-002: Infrastructure Installation Specification Strategy: Distributed Building Services 
Issue 2019-01 

Date 30th November 2018 
Page 12 of 13  

 

_________________________________________________________________________________________________________________  
 

All correspondence and enquiries regarding the contents of this series of documents should be directed to the  
Network Operations Manager, University of Oxford IT Services, 13 Banbury Road, Oxford, OX2 6NN. 

Telephone 01865 273200 Fax 01865 273275 

4 SUPPLIER WARRANTIES AND GUARANTEES 448 

One aspect that deserves some attention is close scrutiny of cable system supplier warranties and guarantees. 449 
 450 
It should be determined if those warranties and guarantees take account of remote powering in terms of cable temperature 451 
and de-mating of connecting hardware under load. 452 
 453 
In addition, what changes to those warranties and guarantees result under what circumstances of remote powering (e.g. 454 
changes to the supported channel lengths, reduced duration of those warranties and guarantees). 455 
 456 
As always, installation instructions which contain implications in relation to remote powering should be understood and 457 
implemented.  458 
 459 
 460 
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NORMATIVE REFERENCES 479 
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